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Proposal Summary

The voting system integrity problem is a paradigmatic hard Cyber Securiblgmng spanning the entire
Cyber Trust program including trustworthy system architectures,risgcintegrity, privacy, anonymity,
high assurance, and man-machine interfaces. Voting systems are Berd>e@mple of the class of systems
where any weak link may result in undetected accidents or enable maliciousriagip

Without exaggeration, voting systems are one of the pillars of our dempodfaiing systems allow the
electorate to determine the course taken by our nation. As a result, votirgnsyfce a wide variety of
requirements and constraints. Voting systems must be secure againstingmyetrthey must be easy to
use for all voters. They must satisfy a variety of state and national stisdaet they must be affordable
to purchase and maintain. They must help voters to correctly indicate theigvatant, even when the
voter intends not to cast a vote! They must preserve a voter’'s pramadyanonymity, to reduce risks of
voter coercion and bribery, yet they must be sufficiently auditable andpeaent to allow for mistakes and
errors to be identified and reconciled. They must be robust againsiption and malice among system
developers and the officials who run the election, yet the systems musdiebensaigh to leave unattended
overnight in a school cafeteria.

Engineering voting systems to satisfy these often contradictory constradiiffgcislt, requiring research
into the full gamut of the problem, from the software and hardware desigagh the careful consideration
of legal and administrative procedures. Human factors issues musnbelered to make voting systems
accessible to all eligible voters, regardless of disability. Likewise, the mystast be comprehensible to
poll workers and transparent to election observers. Ultimately, the elesyitam is responsible not for
naming the winner of a race, but for convincing the loser that he or stieed) lost the election. We will
investigate software architectures, tamper-resistant hardware, ytdgnaphic protocols. We will look at
the role paper should play in electronic voting systems. We will examine systahility and study how
public policy and administrative procedure can better safeguard thersyStay by considering all possible
aspects of these systems can we have any assurance, at the endbgf thatdur elections will be fair and
that the will of the electorate will be correctly reported.

Intellectual Merit To tackle the voting problem, the proposed research must answer manaratkdifficult
guestions that are of great interest to a number of other types of systéesnost basic question is: How
can we responsibly employ computer systems for tasks that require high ¢tdveustworthiness, when
we know that those systems will not be totally reliable, bug-free, or totallyrseparticularly when every
human participant from the system designers to the end users is a potéwiaary and when human errors
are commonplace? Solving this problem requires thinking about the entitbedavior of a whole system,
including software, hardware, procedures, law, and people. pPerhast important, the research problem
requires people from different areas of computer science, law, @amadih factors to combine their efforts in
new and innovative ways.

Broader Impacts This proposal is motivated by a need to achieve greater integrity in our elsctithis
is a problem of burning public interest that has consumed an increasingnamitime for most of the
Pls on this proposal — who have already been involved in the public diallegther through our existing
research studies of voting systems or in our testimony and participation imngoeet hearings and stan-
dards bodies. Furthermore, we have already integrated voting into many gfaduate and undergraduate
courses, developing materials that other academics have begun to adegtroposed Center for Correct,
Usable, Reliable, Auditable, and Transparent Elections (ACCURATE)he#t annual public workshops
for a broad spectrum of participants. Likewise, all of our materials, incudideos of the workshops,
will be made available on our Web site. Elections, and the technology undergithem, directly impact
our entire society. By improving our election systems, we can directly improve@mocracy, itself. The
expected results will also be relevant to other application areas.



1 Project Description

Elections are the defining institution in a democracy, and the integrity of thensystelections is essential
to the integrity of any democratic nation. The rapid introduction of new electicdhmtaogy in the United
States threatens the integrity of our democracy. Today, this technologynig teveloped, tested, and
certified by agencies that are poorly prepared to judge questions baumation security. In part, this
is because elections pose extremely difficult information security challepgaislems that may be more
difficult than the military security problems that have traditionally driven infdromasecurity research.

Indeed, voting poses problems that go beyond the scope of traditionahiafion security. Every par-
ticipant in an election is a potential adversary, just as is the case in clagslitaty security. However,
military security models (e.g., confidential, secret, top secret) have no dpptitation when every voter,
poll worker, election officialand software developer is a potential adversary. Likewise, while secrecy is
an important factor in protecting voters from coercion and bribery, theiityeof votes against all forms
of tampering is of paramount concern. Ultimately, the purpose of any elesyistem is to provide suf-
ficient evidence to convince the loser of an election that he or she haiggnlost, even in the face of
extraordinary threats. Election systems must be engineered to providesglieflevidence.

1.1 Overview of the Proposal

We propose to form Center for Correct, Usable, Reliable, Auditable, and TransparenttiBles(ACCU-
RATE). In considering the voting problems as an end-to-end problem,teredrio adopt a defense-in-depth
philosophy of security and not rely on any one line of defense, be it astrstive or technical [11].

Broadly speaking, we can divide the proposed work into questions @figim existing voting technol-
ogy and an exploration of the potential for new voting technology. We massider techniques both to
incrementally improve the security of existing voting technologies and to make farareaching changes
that could significantly alter the state of the art. Among the ideas propos#ddas the voter-verified paper
audit trail, but there are many variants of this idea that have not beenat#ggevaluated and numerous
alternatives (cryptographic and otherwise) for which strong claims baga made of their security.

Auditing methods, both those that allow absolute reconstruction of the eleesalis from the original
evidence and those that center on statistical evaluation must be explongdialb the application of these
methods to the canvassing process. Canvassing, the computation of stevetahe distributed election
system, needs to be carefully examined, and given the frequency iobtlemors in real elections, all the
operations and procedures involved in the conduct of an election nérdstudied with a goal of finding
ways to add self-checking while keeping the system as simple as possible.

Looking at next-generation voting systems, we must explore severahsgto paperless (e.g., Direct
Recording Electronic, or DRE) voting systems, including the use of trustedinare and multiple inde-
pendently developed components. Approaches to such systems must adigrassive approach to their
evaluation, viewing the system as a potential adversary and seekingeowies of attack. We would prefer
to find these flaws and design repairs or countermeasures beforsystieins are used in the field.

We intend to aggressively pursue design-for-verification principtekiag ways to simplify the demon-
stration that an election is correct despite the presence of many comptoremtsch complete, mathemat-
ical proof is impossible. The use of voter-verified audit trails is but one inibaé¢ allows this. We are
interested in exploring others, using our knowledge of what can beacktdifocus the designer’s attention
on the key system components where audit is difficult, and then bringing t@aponents out into the
open. In addition, we will explore the application of both hardware techasigsuch as trusted computing
platforms, and software techniques, such as proof-carrying catlasaertion checkers to this problem.

Because elections are inherently distributed, we must explore the ussvofrkiag in elections, whether
over the Internet or private networks, or via hand-carried datawides we will study the cases of remote



and absentee voting, where the threat of individual voters casting multpds ¥s more significant than
with traditional voting precincts.

All our work will be informed by studies of usability and accessibility, sincestidm systems must be
usable and accessible, not only to voters, but to the myriad of electioreveorho administer various parts
of the system during the election cycle. In addition, because election syaterssictly governed by law,
and because these laws make numerous requirements on the conduction elificials and the design of
their equipment, we must focus attention on the broad range of laws goveteittgpns in this country.

While trustworthy elections are the driving application for the researcheotémter, there are other
application areas to which the product or our research will apply. Hertheee examples:

Secure auctionsMany of the requirements of secure voting systems (e.g., auditability, tnamsya us-
ability, secrecy) overlap with the requirements of secure auctions. Theraeégd to maintain the
secrecy of bids until the end, when they are revealed. It is importantitbatuction be transparent,
and that post-auction audits be possible.

Spyware Spyware prevention, detection, and removal on end-user computersnsraasingly important
problem. The research into securing voting platforms involves technigquedetecting malicious
code and designing systems for verification. This same research wilbipglieations to solving the
problem of spyware.

Denial of service The research on remote voting and absentee balloting will involve studytagriese-
curity problems, such as thwarting distributed denial-of-service attacks.

A major goal of the ACCURATE center will be to explore how the solutions weeltg for secure voting
systems can apply to other problems such as these.

1.2 Recent History

The problems in Florida in the year 2000 presidential election dramatically higltidong-standing prob-
lems in U.S. elections [42, 44, 48, 9, 99, 77, 49] including high residutd Yonder and overvoting)
rates [112, 15, 70, 51], insufficient election monitoring [71], andedations between voter education levels
and problems they may have experienced [20, 66]. The Help America \dvtef 002 (HAVA) was passed
to address these problems [10]. But election problems persist, and pobtiera appears to be increasing.
Notably, in the 2004 Presidential election and in spite of the 3.5 million vote margiittofry, there were
widespread claims of major irregularities or procedural complications [B&4, 111, 101, 102], and con-
cerns around the discrepancy between exit polling and official tallieg Pf}. More than 38,000 incident
reports were collected from voters during and after the 2004 electidnding about 900 related to voting
technology [37].

Today there are approximately 20 vendors providing voting technolapytated by a patchwork quilt
of federal, state and local rules [8, 89]. Many of the problems mentiobedesspring from the limitations
or defects of voting technologies, and mismatches between those techaa@nodithe regulations and stan-
dards governing them. For example, where computers are used in eleittiomsld seem obvious that they
must satisfy rigorous security and reliability standards comparable to tisesmother “mission-critical”
industries such as aircraft controls, medical devices, or military systerompé&rable standards do not
currently exist for voting equipment.

Members of this research team have issued repeated warnings absitudtien, since at least 1984 [83,
53]. Since the 2000 election, the broader community of computer scientistaisad an alarm about
security issues in computerized voting, including the Resolution on ElectrantiegV(which was written
by a few members of the research team and endorsed by many of thehafith® recent resolution by the
Assaciation for Computing Machinery, the largest organization of computéessionals [16].

2



In the U.S., voting system certification is a state function. There are fedeiddlines promulgated
by the Federal Election Commission and the National Association of State El&itertors in 1990 [39]
and revised in 2002 [40] (the FEC/NASED standards). More recenfliyAHhas transferred the authority
for updating these standards to the newly formed Election Assistance Conmissich is expected to
announce new standards at some point in 2005.

The current standards are “voluntary,” meaning that states can itrere However, while some states
haveno certification process for voting equipment, most states require confoemarthe FEC standards
as a prerequisite for state-level certification. Systems conformance ttatieasds is decided by private,
Federally certified Independent Testing Authorities (ITAs), who insfiee design of the equipment (in-
cluding source code) and test the actual systems. The ITAs, paid bgtidens to perform their analyses,
will only vouch that a system meets the minimum requirements of the FEC starlatdA's written re-
port is considered confidential and owned by the equipment vendonugththese reports may be shared
with a vendor’s customers, few such reports have ever been made.daldiddition to the ITAs certifica-
tion, many (but not all) states do further testing to ensure that voting systaisfy $heir own regulations.
In some states, counties are allowed to purchase any system that isveqipby the Secretary of State.
Elsewhere, a single voting system is used uniformly statewide.

In 2003, concerns around the quality of voting equipment standardseatification were reaffirmed
when one voting system vendor, Diebold Election Systems, accidentally siscthe source code for the
software used in its AccuVote-TS voting system to the public [43]. This staploded into the press
with the public release by several of us (Rubin, Wallach) of a reporimienting serious security flaws
in that software (the Hopkins/Rice report) [63]. Although the vendordieenuously denied the signif-
icance of these flaws [35], subsequent reports commissioned by thekidteryland from Science Ap-
plications International Corporation (SAIC) [100] and RABA Techn@sg95], and by the state of Ohio
from InfoSentry [56] and Compuware [33], substantially confirm all tegor security flaws identified in
the Hopkins/Rice report. The InfoSentry and Compuware reports adalifjaonsidered systems made by
Election Systems and Software, Hart InterCivic, and Sequoia (which,éhold, collectively dominate
the marketplace for voting equipment); every system had significant flaws.

The original ITA source-code audit for the system that would later imecthe Diebold AccuVote-TS
system [115], available to one of us (Jones), indicated that the sofimesehe best the ITA had ever
examined and that its security was particularly impressive. In light of therisgflaws that were missed by
that report [53] (Jones testimony)—some of which were still present iypeans later—it is difficult to have
any confidence in the present certification regime.

Of course, security is not solely an issue of equipment design. Apptegrocedures are at least as
critical, whether the system is completely manual or highly automated. For exaanpdecepted security
practice in the administration of general-purpose computers is to track @atl ihe latest patches, both to
fix bugs and to defeat security attacks. Likewise, many organizations plact controls on what software
versions are acceptable, to ensure smooth interoperation and predoshbigor. Unfortunately, elections
administrators appear to be far more lax about such procedures. &opkx an audit of the voting equip-
ment used in 17 California counties determined that uncertified softwas@merwere in use isvery one
of these counties in November 2003 [105].

Insufficient technical oversight and lax administrative procedures tipe door for election fraud. Even
in the absence of any genuine fraud, both parties in a tightly contested eleatide counted upon to leave
no stone unturned in their search for any “lost” votes that might affecethdts. By improving engineering
standards, the certification regime, and administrative procedures, wkogefully provide convincing
evidence to support the official tallies, even in the tighest of elections.



1.3 Requirements for Secure Voting Systems

To operate an election to the satisfaction of all parties concerned, a nofmi@perties must be satisfied
(e.g.,[72, 81, 82]).

Correct capturés the property of recording each vote exactly as intended. This progsertye compro-
mised by voter error, possibly exacerbated by usability concerns. iskewardware might fail, software
might have bugs, and deliberate tampering might corrupt either hardwadmdtaare. Correct countings
the property that each vote is counted as it was originally captured. Cguaimlikewise be compromised
by software errors and hardware failures, as well as through tangpeitimthe transmission of vote records.

Secrecyis extremely important to voters. Ballot secrecy requirements usually gantdgyavacy re-
quirements in other domains, requiring that voters not be able to prove legwited (even if the voters
desire to do so), to defeat vote selling and coercion.

Voting systems must bauditable It must be possible to reconstruct the results independently from
original records of the votes, which requires that these recordsgies&eure from accidental or intentional
modification until the audit occurs (and thereafter as well). At the veryt,leaen if it is not possible to
recover from all failures, it must be possible to detect failures. Alsoyaiimg system should permit the
possibility of undetected fraud.

Elections must b&ansparentwhich requires that observers understand election technology eoe-pr
dures well enough to be able to attest to the quality of the election. Electiondegsted by the populace,
and must be justifiably trustworthy. The legitimacy of election results must bardzefond reproach that
even the losers are convinced to accept the winners of the election.

Voting systems must be highfvailable Nothing should prevent voters from casting their votes, includ-
ing software bugs, hardware failures, or loss of power. Backupent or alternative (e.g., provisional)
paper ballots should be available. All voters need election systemsatockessibleregardless of disability,
language fluency, literacy, or other factors. Likewise, an election mauatiministrable even for election
officials with insufficient funds and poorly trained poll workers.

Of course, elections need to be conducted at reasomabtavhile adequately achieving these other
properties. To this end, and to accelerate the deployment of solutions to tlyepnodolems of elections, it
is desirable to encouragdeteroperabilityamong components of election systems through conformance to
widely agreed-upon standard$or example, standard interfaces for voter-verifiable printers amdiate
data formats for ballots would directly lead to superior election systems thinogrased competition.

2 Research Plan

2.1 Fully Electronic Voting Systems

An important threat against any electronic voting systesoftware tamperingwhereby an attacker might
try to install some “Trojan horse” logic to cause the voting system to bias itétseésisome fashion. Even
software testing, performed concurrently on the day of the electionpotamcessarily detect the presence
of such tampering. To date, the only solution known to mitigate these risks is ¢gothawoting machine
print a voter-verifiable paper ballot. However, there may be other dessitutions. We will investigate
novel architectures for paperless systems.

An intriguing possibility is to break a voting machine into separate parts, builtnbglated vendors,
which must cooperate to produce the final tally [22]. For example, onenpght interact with the voter to
produce a ballot, and a second might ask the voter to verify his or heresheitile a third records the ballot
for canvassing. We must assure that these are independent antoddlunde; this will require research. We
will study how such a system can be designed and implemented to be usgtite ties large number of
components with which the voter interacts.



Another intriguing possibility to consider is the application of receusted hardwareconcepts that
allow a computer tattestto the software that it is running. We discuss these concepts in more detail in
Section 2.4. Our research will consider whether cooperating machinested hardware components may
be able to increase the resistance of voting systems to tampering.

2.2 Design for Verification

Electronic voting machines consist of hardware and software. One ohtis¢ serious threats to the in-
tegrity of these machines is the possibility that an insider with access to the plesaibenvironment might
insert malicious code into the software that would undetectably alter the outsfotime election. A major
challenge, then, is either to find ways to build voting machines that are vériiatrect, or to find system
architectures that eliminate or reduce the need for verification. We willtigats both directions, and we
expect that any solution will most likely need to rely on ideas from both agubres.

2.2.1 Building Software That Is Verifiably Correct

When election integrity relies on software to perform as expected, seftmaist be deemed verifiably
correct by independent observers. Unfortunately, automatedmiegsabout software is very difficult, and
the state of the art in commercial software development is unable to supmogodl. One promising
research direction developed to date for dealing with this problgmois carrying codgPCC) [79], where
programs carryproofswith them that they do not violate some safety property. PCC is still the sulject o
active research and has not been applied to software on the scal@tfig system. Another promising
direction is the use of tools supporting formal methods for building verifiatfisvare. Examples of such
tools include SRI's PVS [88] and SAL [34], Bell Labs’ SPIN [52], Stard’'s Murphi [36], CVCL [106],
JML [23], and Spec# [18]. We will study how these may be applied to thigded voting systems.

Unfortunately, proving the absence of malicious code may be too difficutbl@gm to solve with PCC
or theorem proving alone. Therefore, we propose a complementa&grobsapproach that may prove more
tractable and that offers promise in avoiding maliciously installed softwaredigers who develop elec-
tronic voting machines. The idea is to design software in such a way that giex ¢a verify. Whereas the
general problem of detecting malicious code is intractable, a constrainetbgdment environment might
make it much more difficult to hide malicious code and avoid detection. The malicimles would have
to conform to the design constraints, and this limits the flexibility of the attackexsgd space. For in-
stance, because randomized software is harder to test than determirtstaresowe might restrict access
to random-number generators and other sources of nondeterminism. SimédaH{ime software is harder
to test, so we might restrict access to the real-time clock hardware [59\weéDmight use programming
environments that use logging and checkpointing so that all computationléy/abfe. The replayable
record would be a strong deterrent to would-be attackers. Thesesaexamples from a very large range
of possible constraints; unfortunately, many of these violate fundameantatraints imposed on elections,
so each can be applied to only part of the system. As part of this res@agropose to study and exper-
iment with different ways one might constrain the development environmenasomize the potential for
verification without violation of fundamental constraints or overly interfgnrvith legitimate development.
Similar constraints may also be applicable toward controlling spyware.

Another necessary component to an assurance argument is a sadfigaration management system.
It does little good to analyze code (at either the source code or objeetleesl) if we cannot assure that
the code being analyzed is actually the code being used. We also seekauditability of changes made
to the system at all levels, from requirements to executable code. We thgohust prevent the recent
situation in which California counties using Diebold’'s DRE systems found theeseunning uncertified
code, contrary to state law [105]. We will explore the use of configuratianagement software on top of



operating systems that support mandatory integrity policies (e.g., SELiByeéffectively combining oper-
ating system integrity guarantees, along with the configuration managens&rngyaudit trail, we can gain
additional assurance in our repository. We will investigate combining cgypphic integrity protection, as
in OpenCM [103], with distributed configuration management, as found in roamynercial products.

Finally, we will measure how successful we have been by attempting to lorgatwn designs. In
the security community, it is widely accepted that a system may be considerge saly after it has been
subject to intense and continuing attempts to break it. This adversariakprioas been applied successfully
in the design of a variety of systems. While this process does not guasetesty, it is a useful way to
gain increased confidence in the systems we build.

2.2.2 Tolerating Software That We Cannot Verify

We are concerned that reliance on verification tools and secure denehbsystems greatly enlarges the
trusted base, so are also interested in finding ways to minimize the need for lfrwee cannot verify
software, we can attempt to exclude it from the trusted base of the sys@mH6r example, if voters
use a touchscreen machine to enter votes, and then examine a machirafgapee ballot to confirm its
accuracy before depositing the paper ballot in a ballot box, the entireevidite and ballot-printing machine
is removed from the trusted base [58]. Rebecca Mercuri’s voter-e@réudit trail [72, 73] has a similar
property. When a system is composed of a mixture of trusted and untrustgaboents, the interfaces
between these components must be examined with great care. We arelggdytinterested in designing
interfaces that guarantee the absence of covert channels [60].

An important principle here is that deterministic computations can easily be aumjitegternal ob-
servers if both the inputs and outputs are published so that the obseavetisiplicate the computations to
check the published output. This means that computations on public datareaalfyebe removed from the
trusted base; trusted software is required only where secrets musatmkedu Thus, a promising direction
is to investigate architectures that can make public as much of the computatiossisie

A second conjecture is that statistical testing can sometimes be an costrefieayi of auditing results.
For instance, California state law mandates a manual recount of a raraaephesof 1% of the votes as a
way of checking the operation of optical scan vote-counting machineswilVavestigate how random
sampling and other methods can be usedpfobabilistic audit we will seek architectures that maximize
the utility of probabilistic audit, and we will study what this technique can andagachieve (for instance,
its value in detecting malicious code or fraud).

2.3 Novel Cryptographic Techniques

We intend to study the broad applicability of cryptographic techniques to vsyisigms. Our focus will be
on simplicity, that is, designing cryptographic techniques that can be stoderby an intelligent lay person
(as opposed to a crypto specialist). We mention only two promising directioas he

One relevant technique, calledix nets[29], can help ensure voter privacy while enabling public vali-
dation of the election. This property, known @siversal verifiability is appealing; however, a number of
issues remain before it can be put to use. Most important is ease of dsengplicity. Is there a simple
cryptographic mechanism that provides universal verifiability? Ctlgrieghe principles underlying mix nets
are beyond most voters and election officials. The question is whetheaareehieve universal verifiability
by using a simpler mechanism that is easy to use, administer, and unde@iaon [30] describes an idea
in this direction by using visual cryptography. Neff [80] describesmglex scheme as well. We intend to
pursue additional directions with the goal of simplicity in mind.

Another difficult problem is ensuring that a voting machine correctly @stine voter’s intent. \oters
should be able to check that their votes were correctly recorded witheuwalitity to prove to a third



party how they voted. These seemingly contradictory requirements catdbesaed using cryptographic
techniques. The challenge is to build sufficiently simple mechanisms that asktiérete perform only
simple tasks, such as picking a random element from a short list. Surfyjsogh simple steps give rise
to challenge-response protocols that are sufficient to catch misbehasting machines. To obtain the
simplest system we might rely on a back channel to the voter that is invisible tmtimg machine (e.qg.,
physical mail or printed paper). Neff recently presented a first stepsrdirection. We intend to explore
other solutions to this important problem. It is worth noting that mechanisms thasées test that their
intentions were correctly recorded could have applications beyond @iéctroting. For example, some
forms of sealed-bid auctions have similar security problems as voting: Bidd®d assurances that the
auction was executed according to the rules, and bids need to remainasesréhe auction is complete.

2.4 Trustworthy Hardware Platforms

Recently, IBM and HP, among other companies, have begun adding &@danforming to the Trusted
Computing Platform Alliance (TCPA) specification to their normal computerserdis a long history of
research and development of tamper-resistant processors, remegnplified by the IBM 4758. Recent
research [69] suggests that we may be able to use the security guarahiB@PA hardware for secure
bootstrapping; thus making electronic voting systems more secure againsoasatiode and unauthorized
tampering. We will examine both the role and impact of CPU tamper-resistaaiteds in architectures for
secure electronic voting, and whether commercial TCPA hardware cam thés purpose. A major issue
we will study is trusted path: how can we assure that input (e.g., from &soteen) is not tampered with
on the way into the tamper-resistant hardware? Furthermore, if we assempetence of tamper-resistant
hardware in every precinct, is it possible to leverage this hardware posupf canvassing activities? Also,
we will consider the use of inexpensive very-thin-client trustworthyicks/for vote casting.

The TCPA hardware can also be put to use for configuration managevikiié. many are uneasy about
the possibilities of widely deployed TCPA hardware [14], a low-level magdma that will run only properly
digitally signed code could be of great benefit to voting system integrity. Aeaifiect of this mechanism is
that “accidentally” running the wrong code will not be the result of a simpleéakés

While studying the trusted path problem for voting machines and how TCPAearsed for config-
uration management, we will also explore how our research can be usetptmntigate the problem of
spyware. We believe that there are parallels between the problems adawgisecure co-processors for
voting machines and ensuring that there is no malicious software spyingser'a activities.

2.5 Use of Networking in Voting

The last several years have seen a strong push toward electronig. viitia only natural to consider the
possibility of network-based or Internet voting; in the most extreme modelalioiss citizens to vote from
their personal computers at home. Internet voting is now a reality in GeSewtzerland, and in the United
States, Internet voting has been used in several primaries. The fash@Arizona Democratic presidential
primary, in March of 2000, in which approximately 85,000 votes were aabtaunted. The Reform Party
national primary was also conducted over the Internet that summer, asvaous nonbinding Internet
voting experiments in some counties of Washington, California, Arizonaets®ivhere. The use of the
Internet for the Michigan Democratic Caucus in 2004 is also noteworthig)yffor the fact that it appeared
to be an Internet-based election but without any of the protections ofretdelot; in fact, all remote-site
or absentee voting sacrifices many of the protections of ballot secoe@xdmple, freedom from coercion,
no matter what the technology.

There have been several important studies of Internet voting: Theviissby the California Secretary
of State’s Task Force on Internet Voting, whose January 2000 tr§ijr clearly articulated most of the



security issues regarding Internet votihdinother study was conducted by the Internet Policy Institute. Its
report [78], published in March 2001, stated “Remote Internet votirsgesys pose significant risk to the
integrity of the voting process, and should not be fielded for use in publitiens until substantial technical
and social science issues are addressed.” Other reports have ceméapoconclusions [26].

Last year, the Department of Defense considered fielding an Inteotiay system called SERVE for
overseas civilians and military personnel. The project was abandohed avreport, co-authored by two
of us (Rubin, Wagner) and two others, showed that the security auegre too serious for SERVE to be
used, even experimentally.

While much of the focus on the use of networks in voting has centered ontdgraét and voting from
the home, much of the criticism leveled against Internet voting also applies tasthef other network
technologies, from wireless networks to the telephone network, and nfitcpplies to seemingly conser-
vative uses of networks including the transmission of votes from predimetsentral tabulation facility or
the transmission of election results from a tabulation facility to a public Web isangkto the press.

We will pursue solutions to these problems, both technically sophisticatedsgsidialy simple as pos-
sible. For example, while networks could be used to make election resultsdeddapublic consumption,
they could also provide an avenue of attack for the public to reach the tiaiousgstems. Various firewall
technologies could be used, but these add large components to the trastedPysical modification of
the underlying communication channel is an attractive approach to avoidfthis.are careful, physically
one-way communication channels can be made obvious even to relativelghisticated observers. For
example, an LED transmitter could be paired with a photodetector to communic¢atthdzugh the glass
window of a secure tabulation facility [60].

Where general-purpose networking is necessary, such as withdhtetmg, we must be robust against
any possible threat. In addition to attacks against end-users’ machihnies, might be addressable through
emerging trusted hardware technologies (see Section 2.4), we mustdsgruehwith distributed denial-of-
service attacks (DDoS) against election servers. Likewise, we musiroeimed with attacks against the
BGP routing infrastructure of the Internet itself. Spammers, for examplee bheen caught using corrupt
routers to literally reroute the Internet, giving their mail servers diffeamt untraceable IP addresses while
sending mail. Similar attacks could be expected against networked electtemsys

Several members of this Center are active in designing robust netwhmalegies that may be able to
at least partially address these concerns. Wallach has been studysegtingy ofoverlay network$28, 85,
86], a family of promising new techniques increasingly being used for obdistribution and information
sharing. Rubin has been studying the security of BGP routing, which reroaesf the most vulnerable
components of the Internet. Securing this critical protocol is an actieeddmesearch [62, 61, 67, 46, 91, 12,
116, 97, 113, 68, 55, 41]. The networking research Wallach anihRuib already doing will complement
the efforts of the Center. The resulting research from the synergidsesé projects may lead to more
options than are available today for secure remote voting, as many of tbbaséjiges will be well suited to
election systems. For example, data replication techniques from the ovetiagrking community may be
useful to preserve and archive election results, even in the face afsveacoordinated campaign to disrupt
an election. By leveraging and applying security research from the nagtgacommunity, we may be able
to achieve a level of robustness comparable to or exceeding traditigrext-pased election management.

2.6 Remote and Absentee Voting

To preserve ballot secrecy and anonymity, it is clearly preferable tdreegoters to vote in polling places
that offer the necessary privacy. However, voter turnout candreased if voters have a way to vote early,

1Jones’s critique of this report is available onlinehétp://www.cs.uiowa.edu/“jones/voting/california.
html .
2The report is available online http://servesecurityreport.org/



whether by mail or by visiting a designated polling place. Also, most jurisdictioake provisions for
absentee voting by mail, to allow voters who are unable to appear at the pdHicg ip person to vote.
Mail-in ballots offer great convenience to voters, notably including saddserving abroad, who cannot
return home to vote in their home precincts. However, mail-in ballots can algg lkeasold by or coerced
from voters. We would prefer a system that has the flexibility of mail-in balldtis thie privacy guarantees
of a secure polling place. Ideally, voters should to be able to cast theitdatiany polling place in the
state, but this will require replacing how voters are currently authenticated

In many states, voters can “authenticate” themselves merely by stating thes aathgigning in a book.
While it might seem natural to require voters to produce ID cards, sirggetioket stubs, or some other
proof of their eligibility to vote, such measures might disenfranchise vothosoannot find their single-use
tickets or might enable vote selling. Also, requiring the production of ID €#&deen to be intimidating
by numerous minority groups. Traditional forms of biometric authentication neayniacceptable for the
election setting, because many voters fear governmental collection oflatasrand they may choose not to
vote if they are required to use such systems.

Hybrid systems will be considered, where voters voting in their home prisoian validate their reg-
istration in the same fashion as they always have. However, voters waatige remotely can request,
in advance, suitable credentials that can prove their identity at any polliagidoc We have already in-
vestigated the use of visual cryptography in such an endeavor j@}va believe that other cryptographic
measures, perhaps borrowed from the digital cash literature [31]dvadlow each voter to cast one ballot
anonymously, but would reveal the identity of any voter who attempted to vote than once. In addition
to normal cryptographic soundness proofs, we would need to investlgatgsability and accessibility of
our scheme as well as the additional cost and risks of sending suamtiedsl to every voter, most likely
through postal mail.

2.7 Operations and Procedures

We aim to avoid the trap of overemphasizing novel cryptographic techsiguthe expense of good ad-
ministrative procedures. In the same fashion that credit card numbetsecstolen from e-commerce Web
sites (long after the “secure” Web connection has been decrypted), isihmiats apply to voting systems.
Cryptography may be necessary, particularly when data is moved owgyuter networks or phone lines,
but it is only a small part of a big picture.

The design of reliable, secure, and trustworthy tallying procedures imugte an understanding of
the audit criteria used to provide assurance that the results are cohnettte same fashion that banks
will carefully design their procedures to prevent a solo bank teller frezalig money from that teller’s
drawer without being detected, and likewise to catch common clerical ¢natriellers will make, we need
similarly crafted procedures for use in vote tallying.

These policies and procedures must satisfy a wide range of needssErye the accuracy and integrity
of an election, the chain of custody over any electronic or paper recoudt be carefully maintained, using
a combination of physically tamper-evident seals and strong cryptogr&ftgourse, to use cryptography
correctly, it will be necessary for a county or state to distribute apprigpkiay materials to the voting
terminals, whether using public key cryptography or symmetric key systemprdfose to study alternative
models for secure key distribution and storage, for example, the use wfdhsenartcards to isolate the key
from the rest of the voting system. We also intend to analyze the ability of “thlstedware” designs (see
Section 2.4) to securely manage these signing keys, among other tasks.

Voting systems, at their core, are distributed systems with a variety of ptstddtese protocols include
the smartcard-to-voting-terminal exchanges that occur in voting systerhsasuthat of Diebold [63] as
well as the spoken exchanges between voters and poll workers,dreglextion administrators and their
tallying equipment, and so forth. Tools from the theorem proving and mdulking communities (see



Section 2.2.1) that have been used to examine a variety of networking ystdgnaphic protocols should
be applicable to these exchanges between humans and machines dutiogled/e can model sealed
ballot boxes with serially numbered tamper-evident seals in much the sanmnfashwe model encrypted
messages with digital signatures and nonces. In the same way that forfedldwe found subtle flaws even
in widely deployed cryptographic protocols, we expect we can find simisarble flaws in the policies and
procedures used to operate elections.

Where some election procedures require random sampling and recoofbialipts, we can use formal
models of election procedures to measure the odds that certain amounasiefolr error could escape
detection. Furthermore, we will build formal tools to exhaustively simulate ttenéio which a single faulty
tabulation machine or corrupt election official could affect the repotesttion results. Such techniques will
help identify weak spots in policies and procedures that need to be raddsig

2.8 Usability and Accessibility

Usability by a broad public is particularly important in voting systems. No matterdemure and reliable a
voting system is, if that system places demands on the voter such thattesisusable to vote successfully,
or is made uncomfortable with doing so, voters will be disenfranchised. ¢/atia particularly challenging
human factors problem (a prominent usability professional has recentfedeit the "ultimate usability
problem” [94]) because voting systems must be usable by citizens regmaflage, disability, education,
socioeconomic status, history of computer use, literacy level, native lgagaad the like. A successful
system must go beyond simple usability in terms of the voters’ ability to accuratstyteir votes, but also
must produce confidence that their intent was accurately recordedliied. This problem will not simply
be solved merely by the application of computer technology, as demonstyasaties of the 2004 election
in Florida [75], which showed that touchscreen voting machines geesatpercent more undervotes than
paper optical scan ballots.

Despite the breadth and depth of the problem, voting has received sugpyribitie attention from
the human factors community. The most important exception is a 2004 reptre AMIST [64] which
summarizes research results (such as Bederson et al. [19]) andisatsietailed outline for future work
in this domain. The report mentions that only a handful of studies havedmehucted and that usability
and accessibility standards and guidelines are nonexistent in this domaireddrt goes on to recommend
that research to support the development of such standards is pakfiGmjportant in the three usability
areas laid out in ISO 924-11: effectiveness (i.e., votes are for intecatedidate, no errors), efficiency (i.e.,
voting takes reasonable time and effort), and satisfaction (i.e., the votirgierpe is not stressful, voter
is confident). Further, these metrics apply to individuals with disabilities, sesasility can be defined as
usability for such individuals.

Our approach to this problem will consist of assessments of the three nisttizee different method-
ologies: laboratory usability testing, field usability testing, and usability analy$isse assessments will
first be conducted on current voting systems (e.g., paper ballots, etemttonic systems) and then ap-
plied to new designs and technologies developed by the Center. One afalseofjithe Center would be to
communicate our results to bodies like NIST to inform the development of s@sdad guidelines.

Laboratory usability testings empirical testing of voters (or potential voters). We intend to draw from
two primary populations: Rice University undergraduates, represeintisgme sense the “best-case” sce-
nario (i.e., highly educated, low rate of disability, high general visual ag@ityd local Houston residents, re-
cruited through newspaper advertisements. While this will not generataaletely representative sample,
it should be substantially more diverse than the undergraduate samplge péicipants will be brought
into a laboratory environment and observed interacting with voting systeing geantitative objective
techniques (i.e., performance measurement of time and accuracy), yidedthink aloud” protocols, and
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subjective satisfaction measurements, such as the QUIS [32] or Siastiluments.

Field usability testingconsists of similar measurements taken outside the laboratory. To collect the
widest and most heterogeneous sample possible, participants will alstohla@eecruited and the voting
systems assessed in participants’ own neighborhoods. This shouldcsigtiyfiincrease the generality of
the sample, particularly since the Houston area contains a strong divertgtynis of socioeconomic status,
ethnicity, education, and so on. Testing in remote locations will by neceskitigss on video and objective
measures, but they need not be entirely eliminated.

Efforts will be made in both the laboratory and field studies (especially thediettles) to recruit par-
ticipants who are likely to have particular difficulty with voting, representingugsosuch as the visually
disabled, the non-English-speaking, the elderly, and those with low smrioaic status. We will further-
more attempt to determine if different voting technologies differentially impaci smoups on any of the
three measures described. This may have policy implications as well; for &xaifna particular tech-
nology tends to lead to low effectiveness among the elderly, then use daétatology will differentially
disenfranchise elderly voters, creating a clear policy concern.

Usability analysiswill be used to augment these empirical methods. This includes informal meth-
ods such as heuristic evaluation [87] and more formal approachesasuchgnitive Walkthrough [93] or
GOMS analysis [57]. In addition, computational/mathematical techniques subtfamation Foraging
analysis [92] or computational cognitive modeling [24] may be applied as Balth quantitative analytic
methods have proven to be valuable in other contexts (e.g., Gray et glaf¥hre a particular specialty
of the co-PI responsible for this portion of the project. Useful souot@sformation for such analyses are
domain experts, such as local election officials. Thus, we intend to invite afficials for discussions of
their experiences and to attempt to analyze problems they have encoutemter useful source of in-
formation will be usability-oriented incident reports from the 2004 electimdiding those available from
the Usability Professionals’ Associatidn.

Finally, migration of any techniques or technology developed by the Centgwodomains such as
auctions or spyware prevention will raise new human factors issuesexaonple, in online auctions, it
is important to provide effective and efficient interfaces because the wadety of auction types carry
with them different security properties, and users must be clear abese @roperties. However, if the
security measures generate significant usability costs, then such neasialikely to be successful in
this domain; users may simply choose not to participate.

2.9 The Nexus of Policy and Technology

Historically, U.S. elections were relatively technically consistent and simpteteSts were decided by a
show of hands, by depositing objects in containers, or by writing choitskgs of paper [13]. Over time, as
populations grew larger, as ballots became more complex and with the introda€tomplicated voting
technology exacerbated by unevenly distributed resources, this eetnlyical simplicity and consistency
gradually eroded. At some point, the inconsistencies introduced byaiiffes in technology choices and
procedures become unconstitutional in the sense that there is no longeramige that every person has
the opportunity to vote and that each vote is counted as it was intended tetd,c2, 3, 4, 5, 6, 108].
The result is “disenfranchisement by design” [98]. The disparitiesdinized into the system by technology
and procedure are of increasing concern to election officials, caedidagislators and election monitoring
organizations (see Section 1.2).

Given that elections and other core government functions requirirgistency, reliability, transparency,
and trust will be increasingly dependent upon technology, we mustdigiewhat mechanisms best ensure

3http://sumi.ucc.ie/

‘See http://www.upassoc.org/upa_projects/voting_and_usab ility/voting_usability
problems.html  for more details.
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that the technology meets policy goals. A better understanding of the relapdretween legally espoused
goals and the process of setting standards, policies, and procecdatrgi$ithately shape and choose technol-
ogy to implement them is essential. In the election context mechanisms are teedsdre that technology
meets our commitments to equal protection and nondiscrimination (racial equalityingual access, dis-
ability access, interjurisdictional equality), privacy, and security; eately captures voter intent; and is
auditable [108, 9]. Through law, standards, certifications, and gtveeve must guarantee that voters and
votes are equally treated during the voting process (casting, countidgeaounting). With such a wide
variety of voting technology currently in use or in development, there aferdift high-level and low-level
needs for standards, testing, and certification. It is imperative that wéfidesechanisms that can equalize
the voting process given the diversity in election technology.

Our research aim is to consider the role of standards, certificationeguoes, and procurement in
conforming voting technology to public policy goals. As mentioned earlier, gatiystem usability needs
additional research. The recent NIST report [64] identified usabititgraarea where standards are sorely
needed. We, along with others, conducted a preliminary analysis of hatiand issues in the 2004 general
election [76] and found ample support for high- and low-level usability llunman factors standards as part
of the Voting Systems Standards [40]. Along with problems experienced iiretdavith technology, there
have been several issues surrounding HAVA [10] implementation thattefle complexity introduced by
the need to translate legal rules into technical requirements. For exampimpleenentation of HAVA's
audit requirement has been contentious, arguably misinterpreted to allgaager records printed at the
close of polling rather than comtemporaneous with each vote cast [114].difAgreement is in part a
reflection of the difficulty posed by the need to translate values protectatiebintrinsic properties of
paper (manual recount) into standards that protect the value, yetrie@vefor different implementations.
Similar comments apply to inconsistent application of the HAVA requirements émigional ballots, which
emerged in the 2004 election [50, 107]. While the need for standardsfiatecconsistent treatment of all
individuals is apparent (e.g., across race, language, disability, aisdifitional lines), the processes for
identifying additional areas where standards could be helpful andefatimg standard creation to policy
goals and implementations are in need of further research.

As technology becomes more complex and elections become increasingly ug@ntechnology it
is necessary to consider what level of access, review, and oenhesde is necessary to ensure that
the standards, testing, and certification are capable of verifying an eléetibnology’s ability to support
election policies. The increasing use of technology in elections throughew0th century has reduced
their transparency [95, 74]. The number of individuals who have the technical ability to evaluate the
increasingly complex machines is decreasing and, more important, the limitatiacsess to code base of
the systems placed on those who are capable of evaluating them underuariabgity to know whether they
will perform as promised. This “enclosure of transparency” and thddmental tension between openness
and proprietary systems is a formidable barrier to those responsibleléatisg technology, establishing
procedures, and running elections. Equally important is exploring tehiggal, and regulatory tools for
increasing election system reliance on open, verifiable, systems.

Finally, in a complex system with a widely varied user base and disparat®unggions it is important
to develop procedures ensuring that usage problems are fed back enpwatess of establishing rules
and standards. For example, today there is no standard system fdingpechnology problems during
elections, nor is there a process for feeding such reports back inteatigasd and certification process.
Election incident reports would be useful feedback into the standattiagsand testing process and would
help to ensure that election incident knowledge is retained within the systasireBearch is relevant to a
host of application areas where the performance of technology is ctititaé attainment of public policy

SNote that bodies such as the EAC and California’s Voting Systems anédnas Panel are, in part, regulatory efforts to
increase transparency.
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objectives (see, e.g., Lessig [65], pages 135-136).

3 Education, Outreach, and Technology Transfer

3.1 Education

A significant fraction of the budget for the proposed Center will direaijyport graduate and undergraduate
student involvement in the Center’s research program, and some ofvasahlang record of involving
undergraduate students in our research projects. It is noteworthpdlat Stubblefield and David Price
(now at Johns Hopkins and Stanford, respectively) both publistssgireh they did as undergraduates with
one of us (Wallach); Stubblefield also had summer internship with two of uan@ed Rubin, then at
Xerox PARC and AT&T Research, respectively). Stubblefield’'s warked him one of the two Computing
Research Association Outstanding Undergraduate Awards in 2002.

Several of the principal investigators teach computer security courggmdoate and undergraduate
populations that make extensive use of examples from election techndloggs, Rubin, Wallach, Wag-
ner), and ACCURATE will contribute to the development and improvement egetcourses. One of us
(Mulligan) directs the flagship legal clinic on technology policy where lawjrering, and computer sci-
ence students engage in interdisciplinary research and advocacyhanltagy policy. Another of us (Jones)
has taught a seminar on computers in elections that reached out to polil@alesand business students
as well as computer science students. Two of us (Wallach, Rubin) hayet teaurses where students built
rigged voting systems that were then subject to security audits by othentgd@]. We plan additional
course projects based on this adversarial process and empha$zign for verification We will also
design course modules to convey these concepts in a fashion suitabléefmation into freshman- and
sophomore-level introductory programming courses. Material pratiogehe principal investigators is al-
ready being heavily used in security and elections courses at Virginiag@a-Mellon, Princeton, George
Washington, and other universities.

All of the institutions participating in the proposed Center have organizati@stipport and encour-
age women in computer science or more broadly in engineering and theescieWe expect that these
organizations will be important contact points for involving students in thearet program of the Center.

3.2 Outreach

CyberTrust issues, in general, and issues of election technologyaifispnow attract broad-based public
attention. The principal investigators have all been heavily involved in pobliccach on these subjects,
not only in academic settings but in the community through invited talks, paneélsnadia coverage. We
will encourage students involved in the Center to join in these activities, traiharg for public relations
and engaging them in our public activities.

Among our Center Pls are some who have long been involved in public elgectimnking as election
observers and precinct election judges, and serving on county deeletion boards, committees, and task
forces. In the past, several of the principal investigators have inddtgents in some of these activities;
for example, students at Johns Hopkins have served as election jUtlyeaking a security course that
covered all the recent studies of electronic voting [26, 25, 78, 1J0, 63

The Center will host annual public workshops, bringing us together watttien officials, technologists,
vendors, and other stakeholders including political activists, civil riglgchdogs, and minority interest
groups. For those who cannot attend our workshops, we will redbtheatalks and sessions, providing
streaming video as well as text transcriptions through our project Wel-sit@rganizations that are not yet
online, we will produce DVDs of the same material. Grant funds will also led ts support travel expenses
for workshop patrticipants and honoraria for invited speakers. Me&igaions will change every year, but
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the first meeting will be in Washington D.C. — the political center of the countdygeographically near
Johns Hopkins University, where the Center will be centered.

In addition to recording our public workshops, our Center will produearéety of written and video
materials, made available on the Center Web site. In collaboration with groopssuhe Verified Voting
Foundation, we will document best practices for election observedsyarwill make recommendations to
election administrators. All the results of our work, whether video, audiibtem, or software, will be made
available to the public, free of charge, on our Web site, and at minimal od3V®.

3.3 Technology Transfer Plan

The major vendors have patrticipated with many of us on the IEEE voting stidavelopment team, and
have a vested interest in having improved accuracy, integrity, reliabiligbility, auditability, and so on
in their products. We expect that they will engage in ongoing discussionowititCenter, and potentially
offer products for testing and evaluation. Because of a variety of limitaf®gs, closed-source proprietary
software, competitive vendors), our proposal explicitly does not ircladly of the existing commercial
vendors as direct participants.

We will make a special effort to involve the Open Voting Consortium (O¥&)jonprofit group devoted
to exploring the application of the open-source development process dothan of voting and elections.
We hope to be able to provide technical guidance to OVC volunteer deve)ape plan to use the products
developed by the OVC as test cases, and we may be able to use the W€ wolunteer developers to
implement and test results of our work. Furthermore, we see no problemsaufierating with any other
voting system vendor willing to frame that cooperation in terms of an opercsaleévelopment model. At
least two expected contributors of hardware (particularly trusted congpptatforms) and software have
expressed their intent to interact technically with Center participants as well.

The FEC/NASED voting system standards define themselves as “workargdards, as does the IEEE
standard now under development. At the same time that these standardsgraded to certify particular
voting systems, they are open to ongoing revision in response to chantpestéthnological landscape as
well as changes in law and voting practices. The ACCURATE Center shaulible to provide valuable
resources to these standards efforts. Much of our proposed wditeidly relevant, from the appropriate
use of cryptography, criteria for evaluating the auditability of voting systemd alternative models of voter
verifiability, to studies of human factors and the legal context. Our workdeeraarial testing should also
contribute to the standards process, as should our studies of the rdig®bstween system elements and
our work on canvassing and recount procedures.

The IEEE has recently created a subgroup of its voting systems stareffodgo study data trans-
fer, hoping to define a protocol that can be used for cross-platfommunication of ballot layouts. The
OASIS Consortiu is also interested in developing such protocols. We are particularly welifigdao
evaluate and assist in the inclusion of security, reliability, and auditability fesiinto such protocols and
the development of protocols for the secure distribution of softwaretapda voting systems.

4 Results from Prior NSF Support

Drs. Dean and Neumann, and Professors Byrne, Jones, and Milgaro NSF support in the last 5 years.

Prior NSF support for Avi Rubin  (a) Award number: G420-E46-2130-2000 Amount: $616,923 Period
of support: 10/1/03 - 9/30/06. (b) Title: Towards More Secure IntemBio Routing. (c) We evaluated

®Seehttp://www.openvotingconsortium.org/
"Seehttp://www.oasis-open.org/
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historical BGP (Border Gateway Protocol) data to examine how securityicguuwould have performed
under peak loads. We implemented several of the BGP security solutiongiinlater, and have an imple-
mentation of the IRV system. This work has been funded for just over eag gnd we are in the process
of writing a paper for publication. (d) Our first publication is in submission.

Prior NSF support for David Wagner (a) NSF CCR-0093337, $268,000, 3/1/01 — 2/28/06. (b) Title:
CAREER: Security in the Large: Gaining Assurance in Real-World Systém)sThis grant supports re-
search on model checking, lightweight formal methods, and domain-gpkeiiiristics to detect security
bugs in legacy systems. We have developed BOON, a program analyisisabfinds buffer overrun vul-
nerabilities in C code, and MOPS, a model checking tool that is used to finehdf security bugs in
C applications. We have shown how to use CQual, a type-inference toahdtéofimat string vulnerabil-
ities in C programs. (d) This grant has resulted in more than a dozen pubigaiosoftware security,
cryptography, and related topics.

Prior NSF support for Dan Wallach (a) NSF-CCR-9985332, $200,000, 4/1/00 — 3/30/04. (b) Title:
CAREER: Security and Resource Management in Type-Safe Landtiageonments. (c) This project
aims to add protection semantics, normally associated with operating systemguagdamuntime systems
to support the concurrent execution of multiple untrusted programs withisahe runtime. We have
developed a technique for rewriting programs to guarantee that they wilirtate without destabilizing
other programs using the same language runtime. We have developed mentamtang within a garbage-
collected runtime. This grant has also partly supported other securitegelsork, including performance
measurement of SSL systems, studies of copy protection systems, andithefsteicurity issues in wireless
networks. (d) This grant has directly supported ten publications arily gapported another five on topics
in computer systems and security.

Prior NSF support for Dan Boneh 1(a) NSF grant CCR-9984259 (CAREER), $225,000, 2/00 — 1/04.
(b) Title: Security for Handheld Devices and the Web Environment (cjriguthis project we discovered
the first usable Identity Based Encryption scheme. We also worked oragees#egrity in a multicast
environment. We proposed a new encryption mode for the RSA and Ralptosystems that provides
a high level of security and is much simpler than previous constructionsliyiing developed a digital
signature scheme where the signatures are half the size of currenapdigital signatures (e.g., DSA).
Short signatures are important in environments where humans manually tyipe signature. (d) This
and the following NSF project resulted in more than twenty publications. 2&h §fant CCR-9732754,
$160,000, 10/98 —6/01. (b) Title: Hardness of Computing Fragments a&tSkéeys in Diffie-Hellman
and Related Schemes (c) We began by studying the feasibility of using theilalfoiPdigital payments.
We built a digital wallet for the PalmPilot, devising new techniques for manag®y keys that improve
performance by as much as a factor of 5. Other publications that resudtedtis project include (1) results
on the strength of the RSA cryptosystem, (2) copyright protection, ande{® anonymous authentication
schemes. (d) See above.

Prior NSF support for David Dill  (a) NSF ITR CCR-0121403, $2,100,000, 10/1/01 —9/30/05. (b) Title:
ITR/SY: Computational Logic Tools for Research and Education. (c) §hasit has supported research
in computational logic, including automated decision procedures, formidilcagion tools for infinite state
systems, programs, and cryptographic protocols, and educatiohahsef (d) Research conducted under
this grant by PI Dill's team (one of three PIs) has resulted in seven papel two PhD theses to date. (e)
CVCL is an efficient implementation of decision procedures for quantifes-first-order logic that is being
distributed in open source form over the Web.
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5 Management Plan

Our project will have a two-tiered management structure. Avi Rubin ahslétopkins University will
direct the Center and Dan Wallach at Rice University will serve as asedtii@ctor. The two will serve
as “second-level” managers, overseeing the entire effort and ta&sppmnsibility for administration and
evaluation. Both have excellent assistants who will provide administratppost) funded through the
Johns Hopkins and Rice components of the budget.

An external Advisory Board will be established, with members knowledgeiabelection procedure
(e.g., county registrars and secretaries of state), election law, the ofdeatsdicapped and minority voters,
and computer security. The proposal explicitly avoids selection of the memobénis board, in order not
to contaminate the reviewer pool; however, one group that will be repexsen the Advisory Board is the
Open Voting Consortium (OVQ.

Professor Rubin will take primary responsibility for the distribution of sofey@&ducational materials,
and articles produced by our project via the project Web site, which wilinaetained at Johns Hop-
kins. Professor Rubin has led several projects that involved softdiamgbution, such as Crowds [96],
Publius [110], and Absent [45], while he worked at AT&T. He has alsoagad several projects at Johns
Hopkins in his capacity as Technical Director of the Information Securgtitlite, including the electronic
voting security research group and the RFID lab.

Professor Wallach will manage the annual meetings (see Section 3.2) exautse of the project. He
is well qualified for this job, having organized several workshops amdfecences, including serving as pro-
gram chair for Usenix Security 2001 and co-organizing the South Génfioamation Security Symposium
(SCISS). SCISS, in particular, brings together security researfroaensacademic institutions in Texas, Ok-
lahoma, and surrounding areas, many of which serve underrefedsgnoups, to discuss their work in a
less formal setting. Our Center’s annual workshops will serve anmaea diverse community.

For each of our major technical themes, one or two senior project pebaill serve as a “first-level
management team,” and Professors Rubin and Wallach will ensure thait¢laess are in place and on track.
Each management team will set the 5-year agenda for this technical thdjos jisas necessary, coordinate
meetings and teleconferences of all involved students and senior petsand produce periodic progress
reports. The management team will ensure that PhD students working aehig get input from all
relevant project participants and that instructional material is providel padicipants teaching relevant
courses.

For example, the Design for Verification theme, managed by ProfessorardiWagner, has the fol-
lowing tentative 5-year plan:

e Year 1. Problem formulation and initial development of basic techniques.

e Year 2. Development of techniques. Design and prototype implementation. Discussionser com-
munities, industry partners, and policy organizations to formulate challemgksequirements in specific
voting scenarios. Examination of applicability of ideas to other security domd®nsliminary white
papers and lecture notes.

e Year 3. Alpha release of an experimental platform for proof of concept. Fudbeelopment of tech-
niques. Design and implementation of design for verification system devettpowds.

e Year 4. Beta release and large-scale use of experimental platform. Further pi@ezib of design for
verification tools, and start of work with user communities, industry partaei policy organizations.

e Year 5. Final release and documentation of experimental platform. Completion ofdlegyatransfer
activities with software-industry partners if appropriate. Second rafiméite papers and lecture notes.

Current plans for other first-level management teams can be found iethenmel matrix below.

8Seehttp://www.openvotingconsortium.org/



5.1 Team Coordination and Communication

The principal investigators will meet twice yearly, with an open workshep Section 3.2) and a private
retreat. The workshop will rotate among our member institutions, and thetrafitebe held each year at
Johns Hopkins in conjunction with a meeting of the Advisory Board, invitedti@nd selected graduate
students. We will also use part of our domestic-travel budget for taxfaee meetings of subgroups that
are working together on particular technical themes; these trips can bebpigd with other activities
requiring travel, for example, guest lectures in classes. Finally, we wil periodic teleconferences and
make extensive use of email. These are tried-and-true coordinationoamdunication mechanisms that
many of us have already used successfully in multi-institutional projects imgpbo-advising of graduate
students, for example, in the PORTIA project [7], in which one of us @nris a PI.
To further facilitate collaboration with the computer industry, user communitiestlze public policy

community, PhD students and faculty members will do internships and sabbatioalgpartner institutions.

5.2 Personnel Matrix

In Table 1, L stands for “leader” (or first-level manager) and P fartjgipant.” In the top half, the first
column lists the research leaders for the Center. Each principal rasearitl lead one effort and participate
in two or three others, and each area will have two leaders who will caatedihe research in that topic area.
In addition to the Center participants, the Center will work with a group of mhdaffiliates,shown in the
bottom half; these were strategically chosen to collaborate with the Centexas af expertise that match
the research thrusts of the ACCURATE Center. For example, Chris BHieypean of the U.C. Berkeley
Law School is known for his studies of the interplay between technologypaticy. Several of us are
participating in VSPR (Moting System Performance Ratirgpr.org ), and one of us (Dill) is the founder
of the Verified Voting Foundation, an affiliate of the Center. In choosinghtezembers, we have paid
careful attention to the professional achievements of the people invahabakling prior collaborations. For
example, Rubin and Wallach have worked together on source code iar@lgsectronic voting machines,
and Dill and Jones have worked together on system level and verifiabgitgss This assignment of roles
will be revised as needed, with any changes explained in our NSF gsogrgorts.

5.3 Evaluation Plan

The primary focus of the ACCURATE Center, through a multidisciplinary apph including technological,

legal, and policy aspects, is to catalyze change in the way America votesingnthe continued future of

fair elections in the nation. While available resources will constrain the full nisdijglinary approach to

the election domain, we fully expect that technical research results wilaalsly to other application areas.
The ACCURATE Center will achieve success by establishing itself as arleademputer security for key

areas such as election systems and electronic auctions.

Clearly, some traditional metrics for evaluating progress are applicabkeexpected output of the Cen-
ter will be new technical approaches to the computer security problems fowetdction systems. These
results will be documented in papers submitted to top-tier computer securityreanés (e.g., IEEE Sym-
posium on Security and Privacy, ACM Computer and Communications Sedu8&NIX Security Sympo-
sium, ISOC Symposium on Network and Distributed Systems Security) as wadlesgeviewed academic
journals (e.g., thédACM Transactions on Information and Systems Seduryaditional measures such as
publication and citation counts can track the scientific progress of the Gandets researchers.

While publication and citation counts can track the ACCURATE Center’s teahpiogress, alone
they will not measure whether the Center has achieved leadership outsideatiemic computer security
community. One obvious approach is to measure the Center’s impact onteggles supporting the switch



System- Relating

el | (o oaraphy ventomton | P | o Ciaaiy
issues technology

Michael Byrne P P L
Dan Boneh P L P

Drew Dean P L P P
David Dill P L P

Doug Jones L P P P
Deirdre Mulligan L P
Peter Neumann P P P L

Avi Rubin L P P P
David Wagner P P L P
Dan Wallach P P P L
Kim Alexander P P
Josh Benaloh P P

David Chaum P P

Cindy Cohn P

Chris Edley P

David Jefferson P P

Whitney Quesenbery P
Verified Voting P P

Table 1: Personnel Matrix

to electronic voting, but this may be too narrow: good policy analysis caeldenlostage to political forces.
More meaningful metrics in the legal and policy arenas against which tostealCCURATE include:

e Center participants testifying before government (e.g., Congress, sistiatieres, county boards of
supervisors, and municipal councils) and administrative bodies

¢ Center participants briefing studies in relevant areas such as thosepedlfby the National Research
Council

e Center participation (either as individuals or as an institution) in standadie$(e.g., IEEE)
¢ Articles and editorials discussing the work of the Center
e Publication of scholarly articles in appropriate (nontechnical) journalsanterences

Taken together with the traditional scientific metrics, these metrics should reggusuccess and leader-
ship of the Center.

The true technical success of the Center will be measured by having iteteglas available and widely
used in next-generation election systems, either from today’s leadingrgrat from new entrants to the
market. Unfortunately, this will most likely be impossible to measure before tteethne initial 5 years;
ACCURATE-developed technologies will most likely become viable for comiakdevelopment only in
the fourth or fifth year of the Center. One can then expect a further 2y&mar delay of commercialization
when product cycles are taken into account. Technology transition toajpécation areas, such as online
auctions or robust networking systems, may be more rapid, due to redetéitation requirements.
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